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Abstract 

Several real-space indices and temperature factors 
are compared with respect to their correlation with 
atomic positional error and their ability to indicate 
atoms and residues with the worst of subtle errors. 
The best index, r E°, is a correlation coefficient 
between model and map electron densities, similar to 
one proposed earlier, but incorporating two improve- 
ments. Firstly, resolution is accounted for explicitly 
by calculating the model electron density by Fourier 
transformation of resolution-truncated scattering 
factors. Secondly, the deviation between model and 
map electron densities is assigned to neighboring 
atoms according to their contribution to the electron 
density of each grid point. With maps of various 
qualities, r ED is the single index with best correlation 
to atomic error with grouped or individual atoms, 
and it is the most reliable indicator of poor residues. 
With poorer omit maps, imprecision of individual 
atoms is best diagnosed by a combination of low r ED 
or high B factor. With the improved methods, 60- 
70% of the least precise atoms can detected in a 
fully refined structure. Similarly, 40-80% of the least 
precise atoms of an unrefined model can be detected 
by comparison with an isomorphous replacement 
map. This is useful in assessing and improving the 
quality of a model, but not sufficient to confidently 
validate all atoms of a structure at sub-atomic 
resolution. 

1. Introduction 

The difficulty of estimating standard errors for individual 
macromolecular atomic parameters (Sheldrick, 1996; Ten 
Eyck, 1996), means that the most commonly used indi- 
cators are global. That is, they offer an assessment of the 
average error of all coordinates (Brianger, 1997; Luzzati, 
1952). These assessments are based on the consistency of 
atomic parameters with the experimental structure 
amplitudes, (IF I). They are, therefore, fundamentally 
limited by a Fourier relationship, that makes each IF[ 
dependent in part on all atoms, making atomic errors 
interdependent (Ten Eyck, 1996). Jones (Br~ind6n & 

t The first two authors contributed equally to this work. 

Jones, 1990) circumvented this difficulty by comparing 
the model with the local values of the electron density, 
suggesting the use of either a 'real-space' (or 'residue') R 
factor, R residue. A linear correlation coefficient, r residue, is 
currently preferred, because, in principle, it is not 
dependent on scale constants (Read, 1986). Thus, parti- 
cularly strong or weak density does not, in itself, lead to a 
poor index value. 

An inherent limitation of real-space indices is the 
dependence of the experimental electron-density map 
on the phases. Use of (inaccurate) multiple isomor- 
phous replacement (MIR) phases would be likely to 
underestimate the precision of a refined structure, but 
the use of phases calculated from the model carries the 
danger of underestimating the error with the bias likely 
to be of map to model, even with '2F,, - Fc' syntheses 
(Bhat & Cohen, 1984; Luzzati, 1953). It is an over- 
statement to claim (Kleywegt & Jones, 1996) that use of 
a simulated-annealing omit map (Hodel et al., 1992) 
constitutes a real-space equivalent of BriJnger's free R 
factor (Brfinger, 1992) (because IF ]'s are used for both 
refinement and map calculation), but Kleywegt & Jones 
(1996) correctly assert that such a map, with little model 
bias, is a good choice. These measures of real-space fit 
have been used successfully to pin-point regions of the 
model where the sequence is out of register (Jones et al., 
1991). 

Previously reported real-space indices were not 
claimed to be sensitive to subtle errors. When several 
models of P2 myelin protein were built, it was only 
models with root-mean-square (r.m.S.)o deviations from 
the refined structure (R = 15.7%, 2.7 A) exceeding 2 ~, 
that had elevated average residue R factors (Jones et al., 
1991, Table 4). Smaller errors are usually detected 
indirectly, through deviation from ideal stereochemistry. 
Crystallographic refinement of poor model introduces 
distortions to the stereochemistry that can be recog- 
nized (Laskowski et al., 1993) as the model moves to fit 
the experimental data. In a comprehensive analysis of 
many possible local indices, Carson et al. (1994) found 
that the real-space R factors and B factors were the 
single most reliable indicators, but that combinations of 
five parameters were more effective. Again, the objec- 
tive was to detect relatively gross discrepancies between 
test structures with a root-mean-square difference of 
2.8 A after refinement at 2 A resolution. 
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The work described here evaluates various (real- 
space) indicators as direct detectors of model errors 
that are more subtle than the mis-aligned sequences 
studied by Jones et al. (1991) and about ~ of the 
magnitude studied by Carson et aL (1994). Although 
conceptually similar to the indicators tested earlier, for 
the indices tested here, electron density is calculated 
from the model in a different way. Jones et al. (1991), 
like Diamond (1971), used spherical Gaussian functions 
to approximate the electron density surrounding each 
atom directly in real space. The resolution limit is 
accounted for by searching for empirical smearing 
constants that give the best correlation (Jones & 
Kjeldgaard, 1996). Here, by contrast, the electron 
density is calculated from the Fourier transform of the 
atomic scattering factor (Chapman, 1995) which can be 
explicitly truncated at the appropriate resolutions. The 
practical difference at medium resolution is that grid 
points farther away from an atom can be used, because 
the tails of electron-density functions of neighboring 
atoms are calculated more precisely. 

Table 1. Determination o f  optimal parameters for index 
calculation for M B P  

RED, r ED and F depend on two cutoff radii: the contribution to Pmodel 
is ignored for atoms >r¢~] x from any grid point, while indices are 
calculated using only grid points within ~ x  of indexed atoms, j. Their 
choice balances statistical reliability, noise limitation and computa- 
tional expediency. Details are given in Chapman (1995), but briefly, 
optimal values of rr~ x are expected to be between typical van der 
Waals radii and the high-resolution limit, while r~ca~ x should be larger 
than ~ x  by, at least a van der Waai's radius. In Table 2 for MBP, ~ x  = 
1.5 to 1.8 A and r¢¢~ = 3.5,~, are shown to be optimal for the 
calculation of rED, and for calculation of the R E° with greatest 
sensitivity to coordinate change (column 3). Values of 1.5 and 3.5 A 
were used. Constants A0 and C, used to determine the radii of 
Gaussian electron-density functions in R re~J~ and r ~¢~d"¢, were 
similarly optimized for the maps at different resolutions, but were 
close to the values expected (Jones & Kjeldgaard, 1996). 

r~re~ x (.&) r~nca, ax (,~,) (Ro ED --RED)/cr(R ED) r~o D 

1.5 2.0 1.717 0.876 
1.2 2.5 1.625 0.859 
1.5 3.5 1.765 0.881 
1.8 3.5 1.672 0.888 
2.1 3.5 1.651 0.882 
2.4 3.5 1.378 0.872 
1.5 5.0 1.712 0.885 

2. M e t h o d s  

The following real-space indicators were compared. 
(i) The residue R factor R residue, calculated with 

spherical Gaussians according to Jones et al. (1991). 
(ii) The residue correlation coefficient ?.residue, also 

calculated according to Jones et al. (1991). 
(iii) A weighted real-space R factor RED, using the 

resolution-dependent electron-density function of 
Chapman (1995) in contrast to the spherical Gaussian 
functions used by Jones et al. (1991), 

y~ WxjlSPmap(X ) + k - - /gmodel (e ,  X)[ 
RED x near j = ,  , (1)  

~S, w~.ilSPmap(X) + k + Pmodel(P, X)[ 
x near j 

where x is the set of grid points near the j subset of all J 
atoms (such as those of a single amino acid). S and k are 
optimized scale constants, and P is the set of atomic 
parameters (x, y, z, B . . . ) .  The factor of ½ in the 
denominator that makes R ED analogous to reciprocal- 
space R factors, but doubles the expected numerical 
value relative to that of Jones et al. (1991). Unlike the 
prior work, grid points are weighted, 

IPJ'm°del(X)l (2a) 
Wx4 = y~ ipj.model(X) I 

J 

o r  

IPJ'm°del(X)l (2b) 
W x, j "~" ~ PJ,model(X) " 

J 

Without weighting, grid points within the cutoff radii 
of several atoms would contribute more to the statis- 

tics. Our weighting proportionately distributes residual 
error to all neighboring atoms such that the total 
contribution to all atoms of each grid point is the 
same [y~'j wx, j = 1, from (2a)]. The (default) approx- 
imation in (2b) does not account for the small nega- 
tive 'ripple' from distant atoms (because of resolution 
truncation), but the approximation affects the R factor 
little and improves computational efficiency. R factors 
for individual residues were calculated using scaling 
constants S and k, determined only once from the 
entire protein. 

(iv) A weighted linear correlation coefficient, r ED, 
calculated using RSRef, 

(PmapPmodel) -- (Pmap)(Pmodel) (3) 
4 D [((D2map) 2 2 

- -  -- (Prnap))((Pmodel)(Pmodel)2)] 1/2'  

from Spiegel (1975), equation 8.32. In contrast to the 
familiar unweighted form used for r residue, means are 
weighted in a conventional manner, 

Wx,j~j,map(X)P~,model(P, X) 

(pjmmap pT.model ) x n e a r  j 
Y~ .Wk, (4) 

x near 1 

for (m, n) C (0, 1,2). 

With weighting there is no need to subtract the 
contribution of neighboring atoms, a process that rein- 
troduces dependence on scale factors into r resi°ue, and 
unreasonable degrees of freedom by allowing scaling 
that need not be consistent with the linear regression 
implicit in the correlation coefficient of indexed atoms. 
rED also differs in the incorporation of resolution in the 
calculation of electron density. 
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(v) The magnitude of the derivative of the real-space 
residual, calculated for all atoms i in set j, 

Fj 6) 7i"~/L\~--x / \ 0y ] \ 0z / _] 

where 

~/P(P) -- ~ [SPmap(X ) + k - Pmodel(P, X)] 2. (6) 
x n e a r  i 

Like an index suggested by Wodak et al. (1996), Fj is 
based on difference electron density, and like the 
stereochemical screening of Tronrud & Ten Eyck (1992) 
it uses first derivatives. 

The real-space indicators were also compared with 
the refined B factors. The simple mean B factor among 
atoms in a residue was used, because it was better 
correlated to positional error than the root-mean- 
square B factor. 

The indices depend on constants such as cutoff radii 
for the calculation of atomic electron density. These 
constants can be optimized (Table 1). 

2.1. Test sys tems 

(a) Most tests were performed with the ytterbium 
complex of mannose binding protein (MBP) A, for 
which a high-resolution (1.8 A) structure and map were 
available (Burling et al., 1996). An accurate map had 
been calculated with model-independent multi-wave- 
length anomalous dispersion (MAD) phases 
(Hendrickson, 1991), but the structure had been refined 
against only the structure amplitudes (Burling et al;, 
1996). The availability of coordinates from a prior 2.3 A 
refinement of an isomorphous holmium complex (Weis 
et al., 1991) allowed examination of the correlation of 
quality indices with the discrepancy between the 
refinements at different resolutions (see below). 

(b) Low-resolution tests involved canine parvovirus 
(CPV) (Tsao et aL, 1991; Xie & Chapman, 1996). The 
structure had been refined in real space (Chapman & 
Rossmann, 1996) at 2 .9A.  It was compared with a 
3.25 A model-independent map that was of high quality 
(a correlation coefficient of 0.91 was similar to MBP's). 
This had resulted from application of 60-fold non- 
crystallographic symmetry (Kim et al., 1989; Tsao et al., 
1992). 

(c) a-Amylase inhibitor Hoe-467 A (Pflugrath et al., 
1989) was used for tests against a (poorer) MIR map. 
Phases to 2.5 ,~ had been determined from four deri- 
vatives with a mean figure of merit of 0.63. The struc- 
ture had been refined in reciprocal space to an R factor 
of 20% to 2 A resolution. 

2.2. Three me thods  o f  m o d e l  error s imulat ion 

2.2.1. Rigid translations. For all test systems, the 
model was displaced from the refined optimum with 

rigid-body translations. Although often inappropriate 
for reciprocal-space tests, rigid-body translations are 
more stringent test in real space than random displa- 
cements because good stereochemistry is maintained. 
Thus, overlapping electron density of neighboring 
atoms does not become an unrealistically easy way to 
diagnose error. Furthermore, the even distribution of 
error throughout the structure resembles that of a real 
structure determination. The rigid translations were 
repeated for different randomly chosen directions and 
different size displacements. Interpretation was non- 
trivial. Because of the varying strength of electron 
density, there is inherent variation in real-space quality 
indices. What index values suggest inaccurate model? 
More importantly, how do different indices compare in 
revealing error? Let ~" be one of the quality indices. Its 
sensitivity, s, is defined here as the displacement of 
coordinates required to change ~" by one standard 
deviation, o'0, such that, 

( (P  + s.r) - ((P) = Cro[((P)] (7) 

where r is a unit vector of random direction. 
2.2.2. H o m o l o g o u s  lower resolution structures. More 

realistic tests took advantage of a second MBP struc- 
ture deposited in the PDB. The pair of structures have 
different lanthanide substituents: ytterbium for the 
1.8 ,~ structure (Burling et al., 1996), and holmium for 
the 2.3 A structure (Weis et aL, 19911, but are otherwise 
isomorphous. Determined at 1.8 A resolution, with 
more recent anomalous dispersion phasing methods, it 
is likely that the Yb structure is more precise. However, 
the Ho structure was also exhaustively refined (R -- 
18%, 2.3 ,~) and is therefore representative of the 
errors that might remain in a typical structure refined at 
medium to high resolution. It was assumed that the 
difference between the two coordinate sets would be 
proportionate to the error of the Ho structure. 
Although the Yb structure was determined with high 
precision using an accurate experimental electron- 
density map, it is unlikely to be error-free, and thus the 
assumption is a first-order approximation only. Cryo- 
data collection had been used for the Yb structure 
(only), so the Ho coordinates were first overlaid on the 
Yb coordinates by least-squares rigid-body supposition 
using all atoms except a few residues near the termini of 
each chain. The r.m.s, displacement upon supposition 
was 0.66 A. 

Quality indices for the superposed Ho structure were 
calculated with respect to the three maps. The first two 
were calculated with the high-quality MAD-phases map 
of Burling et al. (1996) at 1.8 and 2.3 A resolution, 
respectively. The third was a 2.3 A O'A-weighted (Read, 
1986) simulated-annealing omit map (Hodel et aL, 1992) 
calculated from the Yb-MBP structure amplitudes and 
phases from the superposed Ho-MBP structure refined 
at 2.3 A (Weis et al., 1991). Similar maps could be 
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calculated at the end of the most structure determina- 
tions. 46 omit maps were calculated, each omitting a 
window of five amino acids plus immediate neighbors. 
Indices were calculated using the appropriate omit map 
for each amino acid. 

2.2.3. Models degraded by molecular dynamics. 
Additional tests for the a-amylase inhibitor used deri- 
vatives of the refined model (Pflugrath et al., 1989) that 
were degraded by torsion angle molecular dynamics 
(Rice & Brfinger, 1994) in the absence of X-ray 
restraints. Similarly degraded models have been used to 
test refinement protocols (Adams et al., 1997). To 
represent situations typical near the start and end of the 
model building into MIR maps, two models were used 
with r.m.s, backbone errors of 1.4 and 0.6 A, respec- 
tively. 

2.3. Evaluation of  indices as diagnostic indicators of  
error 

Indices were evaluated graphically, through correla- 
tion to the atomic error, and for their ability to detect 
the residues (or atoms) with highest error. Residues/ 
atoms with quality indices in the worst tenth percentile 
were compared to residues/atoms with coordinate 
errors in the worst tenth percentile. Those belonging to 
both groups were designated true positives. True 
negatives belonged to neither group. False negatives 
were those with coordinate error in the worst tenth 
percentile, but quality index in the top 90%. False 
positives were among the best 70% regarding coordi- 
nate error, but had indices among the 10% worst. For 
models degraded by molecular dynamics, the worst 
tenth percentile had very large coordinate errors (up to 
3.2 ,&), so the tests were modified to test the effective- 
ness in diagnosing coordinate errors greater than 1 or 
1.5 A. 

3. R e s u l t s  

3.1. Validation of  the electron-density calculation 

Correlation coefficients of r = 0.92 and 0.89 for 
protomers A and B had previously been reported 
(Burling et al., 1996). Burling et al. calculated these 
statistics by comparing experimental and model elec- 
tron-density values for all pixels within the van der 
Waals volume of the protein, and using model electron 
density calculated by Fourier transformation. Using the 
same MAD-phased map, and similar cutoffs ( ~ x  = 1.8, 
rcc~] x = 5.0 A), but using the electron-density calculation 
method of Chapman (1995) gives an overall unweighted 
r = 0.912. Thus, for near-complete data sets, our method 
of electron-density calculation does not limit the 
precision of comparison, even for maps of the highest 
quality. 

The high correlation coefficients were obtained 
despite two known discrepancies between calculated 

and experimental electron densities. Firstly, neither the 
Burling et al. (1996) method, nor that used here, 
accounts in the calculated density for the blurring of 
electron-density maps due to phase error and/or figure 
of merit (FOM) weighting. Secondly, unlike Burling's 
method, our method ignores the effect on the map of 
missing reflections. RSRef  was modified to account for 
the spherically averaged effects of FOM-weighting and/ 
or missing data by attenuation of the form factors used 
for electron-density calculation. Our crude correction 
had slightly deleterious effects, and was not used 
further. (Attenuation by the fraction of data observed 
at each resolution likely overestimates the effect of 
unobserved reflections, because they are likely to be 
systematically weak.) 

3.2. Comparison of  the current indices with those 
calculated using spherical Gaussian functions 

Fig. 1 shows that the electron-density functions used 
for R ED and r ED are more consistent with the electron- 
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Errors (A) 

Fig. 1. Comparison of indicators (() using the 1.8 ,~, MAD-phased map 
of MBP (solid lines, Burling et  al., 1996) and the 2.5 A MIR map of 
the u-amylase inhibitor (dashed line, Pflugrath et  al.,  1989). Error 
was introduced into the respective refined structures by rigid 
translations of all atoms in randomly chosen directions. Quality 
indices were then calculated for each amino acid (all atoms) and 
averaged. As mark s values (the solutions to equation 7), the points 
at which the change in quality index equals the standard deviation 
(a) of the index of the unmoved structure (given in parentheses, 
above). * mark 1.65tr, corresponding to the 95% limit of a normal 
probability distribution. Lower error values for A and * indicate 
greater sensitivity, so this figure confirms that indices calculated 
with resolution-dependent electron-density functions are superior 
to those calculated with spherical Gaussians. Furthermore, 
although R ED is expected to be twice R residue (due to the 1/2 in 
the denominator of equation 3), it is less than that, indicating better 
agreement between experimental and calculated electron density, 
as also seen with the correlation coefficients. 
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density map than the spherical Gaussian functions used 
in R ~~au~ and r residue, r E D  is clearly higher than r residue 

(i.e. in better agreement) and it falls sharply with 
coordinate error. The sensitivities marked in Fig. 1 are 
useful for comparing between different R factors, or 
between different correlation coefficients (r), but less 
useful in comparing between F, R and r. The standard 
deviation of the correlation coefficients a(r) is nearly 
independent of the coordinate error, whereas a(F)  is 
strongly dependent,  making r ED the most sensitive 
indicator with more realistic non-uniform distributions 
of coordinate error (Table 2). Parallel calculations with 
CPV at 3.25 ~, showed that the indices are only 
modestly dependent on resolution with r ED, R ED and F 
sensitivities of 0.39, 0.29 and 0.29 ~,, respectively. Phase 
quality is more important. The change in r ED with 
coordinate error is much less marked for the 2.5 A MIR 
or-amylase inhibitor map (Fig. 1), but a sensitivity of 
0.49 A indicates that r ED will still be useful when 

building a crude model, when MIR maps are typically 
used. 

3.3. Correlation of  indices with coordinate error 

Table 2 shows that r ED is the index best correlated 
with coordinate error and that it is a modest improve- 
ment upon r ~¢~ia~ (Jones et at., 1991). The correlation 
between r ED and model error is illustrated graphically 
in Fig. 2. Indices are improved by resetting all B factors 
to a constant (Table 2). The correlation is best when 
side chains are excluded, and when the effects of 
intrinsic variation in electron-density quality of 
different side-chain types do not matter. Perhaps 
surprisingly, reasonable rank correlation is obtained 
with r ED for individual atoms, even with sub-atomic 
resolution maps. With the 2.3 ,~, resolution omit map, 
r D is a slightly better predictor of error than individual 
B factors, but when atoms are grouped, or with better 
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Fig. 2. Correlation of  r ED with coordinate  error. (a) The H o - M B P  structure is compared  with a s imulated-anneal ing omit  map at 2.3 
resolution.  There is a clear correlat ion be tween  r ED and coordinate  error, but there is considerable  scatter. D o t t e d  lines indicate the 
percenti le  limits for r ED and coordinate  discrepancy (bc tween  H o - M B P  and Y b - M B P )  used to test r ED as a diagnost ic  indicator of  error. 
Most,  but not all, of thc least accurate residues are correctly identified as those  with lowest  r F'D. A 2 ,~ cutoff  has been used as in (b) and (c) 

excluding thrce residues with errors be tween  2.5 and 6 A.  (b)  The  H o - M B P  structure is now compared  with the 1.8 ,~ Y b - M B P  M A D  map. 
The scatter is much reduced,  implying that the l imitation in (a) is map quality. Remain ing  scatter can be attributed to the index and to the 
unknown rcsidual error in the 1.8 A structure that has been assumed to be zero  in using coordinate  discrepancy as a measure  of  error. Thc  
corrclat ion is good  enough that errors of  a few tenths of  an ,~ can be reliably detected.  (c) and (d) show more  chal lcnging cases  with r ED 
calculated for: (c) individual a toms  against a 2.3 ,~ omit -map and (d) for residucs against a 2.5 ,~ MIR map. There is cons iderable  scatter, but 
the trend is visible that the a toms  with worst  index have the worst  error. 
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Table 2. Correlation of  quality indices with coordinate error for MBP 

Spearman (Spiegel, 1975) rank correlation coefficients are shown parenthetically next to the more familiar linear correlation coefficients. Rank 
correlation measures how similarly the coordinates are ordered in terms of index and error. Rank coefficients are more appropriate, because 
they make no assumption about a linear relationship between error and index. They test whether the index orders atoms/residues in order of 
their error. Improvements seen after setting B factors to a constant likely have several causes: (1) Refinement tends to increase the B factors of 
poorly modeled regions, artificially lowering the discrepancy between map and model density. (2) Disordered regions have less precisely refined 
atomic positions leading to a larger estimate of error when calculated from the difference between two structures. Lowering the temperature 
factors of these regions amplifies the discrepancies between map and model electron density. (3) Overfit B factors disrupt the electron density 
scaling of the whole molecule, affecting R E °  but not r vD. Note that Jones et  al. (1996) achieve an effect, similar to making B factors constant, 
through their transformation of B factors into atomic radii. This implicitly adds 11 ,~2 to all B factors and reduces variation between them. 

1.8,,~ MAD map 2.3 ,~ era-weighted SA-omit map 
Grouping atoms in residue Individual Grouping atoms in residue Individual 

Method Main chain All atoms atoms Main chain All atoms atoms 

R ED 0.52 (0.67) 0.35 (0.59) 0.31 (0.55) 0,11 (0.29) 0.03 (0.24) 0.13 (0.31) 
R ED B's set to 20 ,~2 0.70 (0.78) 0.60 (0.75) 0.48 (0.62) 0.42 (0.49) 0.37 (0.53) 0.28 (0.42) 
R residue (O) 0.79 (0.49) 0.68 (0.66) N/A 0.39 (0.43) 0.43 (0.56) N/A 
r ED -0 .86 (0.83) -0 .67 (0.81) -0 .54 (0.70) -0 .56 (0.53) -0 .43 (0.57) -0 .35 (0.48) 
~D B's set to 20 ,~2 -0.85 (0.82) -0 .69 (0.81) --0.56 (0.67) --0.51 (0.54) --0.45 (0.61) --0.36 (0.48) 
/,residue (O) --0.84 (0.74) --0.68 (0.74) N/A --0.37 (0.46) --0.39 (0.58) N/A 
1-" -0 .17 ( -0 .06)  -0 .32 (0.26) -0.15 (0.03) -0 .24 (0.11) -0 .37 (0.36) -0 .17 (0.10) 
B factor (~2) 0.57 (0.40) 0.51 (0.39) 0.55 (0.45) 

2.3 ~, MAD map 
r ED B ' s  set to 20 ~2 -0 .84 (0.75) -0 .66 (0.74) -0 .50 (0.60) 

Table 3. Correlation of  quality indices with coordinate error for or-amylase inhibitor 

or-Amylase inhibitor: 2.5 ,~, MIR map, B's set to 20 ,~2. 

R.m.s. backbone error = 0.6 ,~, 
Method R.m.s. backbone error (~,) 

R ED 0.6 
r ED 0.6 
R ED 1.4 
r v:D 1.4 

Grouping atoms in residue Individual 
Main chain All atoms atoms 

0.36 (0.33) 0.27 (0.37) 0.49 (0.44) 
-0 .38 ( -0 .36)  -0 .36 ( -0 .43)  -0 .62 ( -0 .45)  

0.58 (0.50) 0.52 (0.47) 0.36 (0.46) 
-0 .70 ( -0 .64)  -0 .64  (-0.57)  -0 .48 ( -0 .54)  

maps, r ED is substantially better. Table 2 and Fig. 2 
show, not surprisingly, that the correlat ion is best for 
high-quality maps. Comparisons of r ED calculated with 
M A D  and omit maps at various resolutions in Table 2 
and Fig. 2 show, not surprisingly, that the correlat ion is 
best for high-quality maps. Comparisons of r ED calcu- 
lated with M A D  and omit maps at various resolutions 
in Table 2 with an MIR map in Table 3 show that the 
quality of phases (MAD > omit > MIR) is more 
important  than map resolution. 

3.4. Quality indices as diagnostic indicators of  error 

In judging the indices as a diagnostic tool (Table 4), 
the most important  statistics are the propor t ion of true 
positives, which ideally should be 10%, and also the 
propor t ion of false negatives (ideally 0%) that are the 
residues/atoms with high error that were undetected 
by the quality index. Table 4 shows that r ED is the 
most reliable indicator of the worst errors, al though 
the improvement  over o ther  indices is modest.  In most 
cases, indices are more reliable with constant  B 
factors. Comparison of the test with M A D  and omit 
maps in Table 4 and against an MIR map in Table 5 
show once again that phase quality is more important  

than resolution. With MIR maps, tests are not suffi- 
ciently reliable to diagnose small errors in a refined 
model.  However,  they are effective in earlier stages of 
structure determinat ion when MIR maps are usually 
used, and the unrefined models typically contain large 
errors (Table 5). 

For individual atoms, Table 4 shows that tempera ture  
factors can be a reasonable diagnostic indicator, but r ED 
is bet ter  with the high-quality 1.8 A M A D  map. B factors 
and fl~D are complementary  indicators in several ways. 
rED is sensitive to map/phase quality that is not relevant 
to B factors. Table 4 shows that the sensitivity of r ED to 
map quality is overcome by grouping atoms, averaging 
out the effects of phase error. B factors embody both 
disorder and model quality, whereas real-space indicators 
are more specific for quality, because in disordered 
regions, both calculated and observed density is weak and 
in agreement.  B factors and r ED are (only) partially 
correlated (r = -0 .53  for individual atoms versus omit 
map). So, by combining the information,  is a more reli- 
able diagnostic achieved? Table 4 shows the results of 
selecting atoms with ei ther  the highest B factors or lowest 
r ED. To select a total 10% of that atoms, for the omit map, 
the worst 6.5 % for both B factor and r ED, were selected, 
but for the M A D  maps, 7.2% was the cutoff. For the high- 
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T a b l e  4. Indices as diagnostic indicators o f  error as tested with M B P  

Residues or atoms with the worst 10% indices and worst 10% discrepancies between the two MBP stuctures were identified. True positives were 
those belonging to both groups, false negatives were those with discrepancies in the worst 10% that were not identified by the index, and false 
positives were those incorrectly flagged by the index whose discrepancy was actually within the best 70%. For the combined rED~B-factor tests, 
the 10% limit was changed to 6.5% (omit-map) of 7.2% (MAD maps). 

1.8 ,~ MAD map 2.3 ,~ irA-weighted SA-omit map 
Grouping atoms in each residue (%) Individual Grouping atoms in each residue (%) Individual 

Method B factors Main chain All atoms atoms (%) Main chain All atoms atoms (%) 

R Lo Set to 20 ~2 true + 6.6 5.3 6.5 5.3 4.0 4.1 
true - 86.3 85.0 86.5 85.0 83.7 84.1 
false + 0.4 1.8 1.4 2.6 2.2 4.2 
false - 3.5 4.8 3.5 4.8 6.2 5.9 

R 'esidue t r u e  + 6.2 6.2 N/A 4.8 4.0 N/A 
(O) true - 85.9 85.9 N/A 84.6 83.7 N/A 

false + 1.3 0.4 N/A 2.6 1.8 N/A 
false - 4.0 4.0 N/A 5.3 6.2 N/A 

r ED t r u e  + 7.0 5.7 6.3 5.3 2.6 4.5 
true - 86.8 85.5 86.3 85.0 82.4 84.5 
false + 0.9 1.8 1.4 2.6 3.1 2.9 
false - 3.1 4.4 3.7 4.8 7.5 5.5 

rED Set to 20 ,~2 true + 6.6 6.6 6.6 5.7 4.4 4.7 
true -- 86.3 86.3 86.6 85.5 84.1 84.7 
false + 0.9 0.9 1.2 2.6 1.8 2.8 
false - 3.5 3.5 3.4 4.4 5.7 5.3 

r ~c~i'luc true + 6.6 5.7 N/A 4.4 2.6 N/A 
(O) true - 86.3 85.5 N/A 84.1 82.4 N/A 

false + 1.3 1.3 N/A 2.6 2.6 N/A 
false - 3.5 4.4 N/A 5.7 7.5 N/A 

B factor true + 4.4 4.4 6.1 
true - 84.1 84.1 86.1 
false + 2.6 3.5 2.2 
false - 5.7 5.7 3.9 

MAD map 
Individual Individual 
atoms (%) atoms (%) 

2.3 ,~ 1.8 ,~ 
B factor Set to 20 ,~2 true+ 6.8 6.9 6.1 
or true - 86.6 86.9 86.1 
r rD false + 1.6 1.5 2.0 

false - 3.2 3.1 3.9 

q u a l i t y  M A D  m a p s  (a t  e i t h e r  2.3 o r  1.8 ,~, r e s o l u t i o n ) ,  t he  

c o m b i n e d  d i a g n o s t i c  is an  i m p r o v e m e n t  o v e r  e i t h e r  a l o n e  

( T a b l e  4). W i t h  t he  p o o r e r  o m i t  m a p ,  t he  c o m b i n e d  

d i a g n o s t i c  a p p e a r s  e q u i v a l e n t  to  the  u se  o f  B f a c t o r s  

a lone .  T h e s e  s ta t i s t i cs  m i g h t  u n d e r e s t i m a t e  t he  con t r i -  

b u t i o n  o f  r ED to  d e t e r m i n i n g  m o d e l  qua l i ty ,  b e c a u s e  o u r  

e s t i m a t e  o f  e r r o r ,  t he  d i f f e r e n c e  b e t w e e n  h o m o l o g o u s  

s t r u c t u r e s ,  d o e s  n o t  d i s t i n g u i s h  b e t w e e n  e x p e r i m e n t a l  

e r r o r  a n d  i m p r e c i s i o n  r e s u l t i n g  f r o m  d i s o r d e r .  R e l a t i v e  

to  B f a c t o r s  a l o n e ,  t he  c o m b i n e d  i n d e x  will b e t t e r  h igh-  

l ight  a t o m s  wi th  g r e a t e s t  e x p e r i m e n t a l  e r r o r ,  to  w h i c h  r vD 

is m o s t  sens i t ive .  

4. C o n c l u s i o n s  

N e w  m e t h o d s  h a v e  b e e n  d e r i v e d  fo r  the  c a l c u l a t i o n  o f  

r e a l - s p a c e  c o r r e l a t i o n  c o e f f i c i e n t s  tha t  a re  i m p r o v e d  

i n d i c a t o r s  o f  m o d e l  qual i ty .  A s  an  i n d i c a t o r  o f  t he  

r e l a t i v e  p r e c i s i o n  o f  all r e s i d u e s / a t o m s  ( a c c u r a t e l y  a n d  
i n a c c u r a t e l y  p o s i t i o n e d ) ,  r E D  is c o n s i s t e n t l y  t he  b e s t  
p a r a m e t e r  wi th  all t y p e s  o f  m a p  t e s t e d ,  a l t h o u g h  thc  

i m p r o v e m e n t  o v e r  p r e v i o u s  i n d i c a t o r s  ( J o n e s  & K j e l d -  

g a a r d ,  1996; J o n e s  et aL, 1991) is s o m e t i m e s  m o d e s t ,  r ED 

is a u s e f u l  i n d i c a t o r  o f  p r e c i s i o n  n o t  o n l y  in e n t i r e  

r e s i d u e s ,  b u t  in i n d i v i d u a l  a t o m s .  

T h e  c o r r e l a t i o n  c o e f f i c i e n t s  o b t a i n e d  h e r e  ( - 0 . 5 6  to  

- 0 . 8 6  d e p e n d i n g  on  m a p )  a r e  c o m m e n s u r a t e  wi th  t he  

0 .64 o b t a i n e d  b y  C a r s o n  et al. (1994)  us ing  2 ,~, maps .  

A s  t he  r.m.s, d i f f e r e n c e  b e t w e e n  t he  m o d e l s  t e s t e d  h e r e  

(0.66 ,~,) is < ¼ tha t  t e s t e d  in the  e a r l i e r  w o r k  (2.8 ,~),  

t h e s e  s t a t i s t i c s  i n d i c a t e  t ha t  t he  n e w  i n d i c e s  a re  m o r e  

s e n s i t i v e  to  s u b t l e  e r ro r s .  
T h e  d e t e c t i o n  o f  the  l a rges t  e r r o r s  in h igh ly  r e f i n e d  

s t r u c t u r e s  at  s u b - a t o m i c  r e s o l u t i o n  still r e m a i n s  cha l -  

l eng ing .  In t h e  d e t e c t i o n  o f  r e s i d u e s  wi th  w o r s t  m a i n -  

cha in  e r r o r ,  r ED is s u p e r i o r  to  p r i o r  r e a l - s p a c e  i nd i ce s  o r  

B fac to rs .  D e t e c t i o n  o f  r e s i d u e s  wi th  w o r s t  o v e r a l l  e r r o r  

is p o s s i b l e  wi th  m a p s  o f  e x c e p t i o n a l  qua l i ty ,  b u t  

a l t h o u g h  r ED is t he  s ing le  b e s t  i n d i c a t o r ,  t h e y  a re  n o t  

su f f i c i en t l y  r e l i a b l e  w i th  o m i t  maps .  It is m o r e  r e l i a b l e  to  

h igh l igh t  i n d i v i d u a l  a t o m s  wi th  t he  c o m b i n a t i o n  o f  
l o w e s t  r ED o r  h i g h e s t  B fac to r .  U s i n g  t h e s e  i nd i ca to r s ,  
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Table 5. Indices as diagnostic indicators o f  error as tested with or-amylase inhibi tor  

The tests are similar to those in Table 4, except that less stringent criteria for erroneous atoms were used as indicated in the table, because of the 
large coodinate errors of the models. This table shows that MIR maps arenot of sufficient quality to detect subtle errors in the relatively good 
0.6 A model, but that over ~ of the worst errors can be detected in crude (unrefined) models typically built into an MIR map and represented by 
the 1.4 ,~ model, or-Amylase inhibitor: 2.5 ~, MIR map, B's set to 20 ,~2 

Grouping atoms in each residue (%) 
Method R.m.s. backbone error (~,) Error criteria Main chain All atoms Error criteria 

r ED 0.6 true + Worst 10%; 2.7 2.7 Worse than 1.0 ,A 
0.6 true - errors: 0.9 ,A (main chain), 81.1 81.1 (worst 20%) 
0.6 false + 1.3 ,A (all atoms) 4.1 5.4 
0.6 false - 8.1 8.1 

r m~ 1.43 true + Worse than 1.5 ,~, 28.4 37.8 Worse than 1.5 ,~ 
1.43 true - worst 37% (main chain), 52.7 37.8 (worst 58%) 
1.43 false + 50% (all atoms) 9.5 12.2 
1.43 false - 9.5 12.2 

Individual atoms (%) 

7.9 
71.6 
7.5 
11.1 
31.8 
36.3 
22.6 
9.3 

60-70% of the worst residues/atoms can be detec ted  
(depending  on map quality). Success rates of 40-90% 
were repor ted  by Carson et al. ° (1994), but in easier tests 
to diagnose gross errors (> 1 A) in 2 A refinements. The 
60-70% detect ion is an improvement  on the 40% of 
residues detec ted  by prior correlation indices against an 
omit map, but the new indices still leave 30-40% 
escaping detection.  Other  s tereochemical  indicators 
(Jones et al., 1991; Laskowski et al., 1993; Tronrud & Ten 
Eyck, 1992) should also be used, but it is likely that no 
combinat ion of these can be guaranteed to highlight all 
errors at sub-atomic resolution. 

Relative to prior treatments,  the indices are diag- 
nosing small errors. The tenth percenti le used in the 
MBP tests cor responded to 0.46, 0.87, and 0.72,4, for 
main-chain, all-residue and individual atom errors, 
respectively. These are more  subtle errors than the 
gross errors (such as sequence misal ignment)  for which 
real-space R factors were originally advocated (Jones et 
al., 1991). Smaller errors can also be detected,  espe- 
cially with high-quality maps as can be seen by the 
correlat ion of r ED and error, even for errors of a few 
tenths of an ,~ (Fig. 2). 

What types of errors lead to the worst rED? For the 
12 MBP residues successfully flagged for overall error, 
five were from the termini known to be disordered 
(Burling et al., 1996) and seven had side chains that 
were built in conformat ions  that were different (and 
presumably incorrect) in the 2.3,4, structure as 
compared  to the 1.8 A structure. The B factors were not 
consistently the very highest, but were well above 
average. Interestingly, it was presumptive model  errors 
that were de tec ted  rather than sites with repor ted  
multiple side-chain conformers  (Burling et al., 1996). 

Finally, the improved correlat ion of the Ho-MBP rED 
for the M A D  map compared  to the s imulated-anneal ing 
omit map (Table 2, Fig. 2) is an additional tes tament  to 
the value of high-quality experimental  phases. Even 
with a high-quality phasing model  (R -- 18%, 2.3 ,~,) 
(Weis et al., 1991), and the use of state-of-the-art  omit- 
map methodo logy  (Bhat & Cohen,  1984; Hodel  et al., 

1992) the map calculated with model  phases is a 
considerably less reliable indicator of where  model  
improvements  are required than is the map calculated 
with anomalous  dispersion phases (Burling et al., 1996; 
Hendrickson,  1991). 

We are grateful to Temple Burling and Axel Brtinger 
for offering use of the Yb-MBP coordinates and 
diffraction data prior to release by the Protein Data 
Bank. This work was generously supported by the 
National Science Foundat ion (MSC; BIR9418741). The 
new indices have been p rogrammed  into RSRef ,  
distributed from http://www.sb.fsu.edu/-vrsref. 
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